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A lage syntetiske pasientdata reduserer risikoen for
personvernbrudd nar KI-verktgy tas i bruk i helsevesenet.
Samtidig kan syntetiske data medfgre andre typer risiko.

Kunstig intelligens (KI) defineres i EUs nye KI-forordning (1) som et
maskinbasert system som opererer med en varierende grad av autonomi, og
utleder prediksjoner, innhold, anbefalinger eller beslutninger basert pa
inputdata. Dataene vil avhenge av behovet og brukskonteksten og kan vaere
bilder, tabeller, tidsserier, tekst eller lydfiler (2).

For & sikre at KI-verktoy for bruk i pasientbehandling faktisk blir presise og
trygge, trenger produsentene store mengder data til & utvikle og trene KI-
produktene sine. I tillegg trenger helsetjenesten data til 4 validere og teste KI-
verktoyene, eventuelt for 4 tilpasse dem til lokale populasjoner (3).

«Syntetiske data kan produseres med utgangspunkt i ekte
pasientdata ved bruk av generative KI-modeller, og kan besta av
provesvar, radiologiske bilder og journalnotater som ser ekte ut,
selv om de ikke er det»

Syntetiske datasett lages na for disse formalene og avhjelper behovet for
helsedata. Syntetiske data kan produseres med utgangspunkt i ekte pasientdata
ved bruk av generative KI-modeller, og kan besté av prgvesvar, radiologiske
bilder og journalnotater som ser ekte ut, selv om de ikke er det. Det er stor
optimisme pa dette feltet knyttet til dype generative metoder, som de fleste na
kjenner fra ChatGPT.

Syntetiske data skal i prinsippet ikke kunne knyttes direkte til enkeltpersoner,
og kan dermed benyttes friere (4). I EUs personvernforordning (GDPR) (5),
som er tatt inn i norsk lovgivning, er alle opplysninger som kan knyttes til
enkeltpersoner, definert som persondata. Alle persondata som benyttes til KI-
utvikling, ogsa de som benyttes til syntetiske data, er dermed regulert av GDPR.
Andre relevante reguleringer er plikten til a ivareta retten til privatliv og
konfidensialitet som er gitt av Grunnloven § 102 og pasient- og
brukerrettighetsloven § 3-6 (6).

KI-modeller for helsevesenet skal dessuten vare forsvarlige og ivareta
pasientsikkerheten, for eksempel ved at de stiller korrekt diagnose eller foreslar
kostnadseffektiv behandling. Dette er argumenter for a gi tilgang til persondata
og helseopplysninger.

Tilgangen til person- og helsedata begrenses imidlertid av bade lovreguleringer
og av knapphet pa data. Mangel pa helsedata er gjerne mest uttalt ved sjeldne
tilstander og sykdom hos barn. For disse kan syntetiske data representere bade
den beste og raskeste muligheten for a skaffe tilstrekkelig data til utviklingen av
nye KI-modeller. (7).
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Taushetsplikten

Taushetsplikten i helsevesenet er til for at enhver skal kunne oppsgke
helsetjenesten med tillit til at personlige opplysninger ikke spres eller gjores
tilgjengelig for uvedkommende (8). Offentlige helseregistre kan vaere et
utgangspunkt for a generere syntetiske data som i langt mindre grad utfordrer
taushetsplikten og tilliten til helsetjenesten. Det lagres na betydelige mengder
helsedata i de nasjonale medisinske kvalitetsregistrene og andre helseregistre.
Registerdata med pasientopplysninger kan overfores for sekundeere formal som
gitt av helseregisterloven; ogsa disse opplysningene er underlagt taushetsplikt

(9).

Data som omfattes av taushetsplikten, kan unntas fra plikten og komme til
anvendelse dersom det er lite sannsynlig at de kan fores tilbake til personen, og
hvis nytte og risiko ved dette er forholdsmessig. Syntetiske data som ikke kan
fores tilbake til personer, er ikke personopplysninger og omfattes dermed ikke
av taushetsplikten.

For a kunne vurdere risikoen for identifisering og risikoreduserende tiltak, ma
KI-modellen veere transparent og med apenhet om dataene som er brukt (10,
11).

Risiko og utfordringer

Syntetiske datasett ma vaere representative for den populasjonen de er ment a
brukes pa. Kvalitetskontroll er nadvendig gjennom hele
syntetiseringsprosessen, fra kontroll av det originale treningsdatasettet, maling
av statistiske likheter mellom treningsdatasettet og det syntetiske datasettet, til
testing av ytelsen til en modell trent pa datasettet (11). I motsatt tilfelle kan KI-
modellene introdusere ny risiko for pasientene nar de brukes i diagnostikk og
behandling.

Bruk av generative KI-metoder for & produsere syntetiske data er ressurs- og
energikrevende, som har konsekvenser knyttet til miljo og beerekraft (12).

Skjevheter i treningsdatasettet kan uforvarende forsterkes gjennom
syntetiseringsprosessen. Genereringsmetoder som ikke fanger opp
underrespresenterte minoritetsgrupper i originaldataene, kan fore til
diskriminering av personer og pasientgrupper ved at algoritmene i KI-
modellene har for lav presisjon og reliabilitet for enkelte undergrupper (13).
Samtidig kan syntetisering benyttes til & motvirke diskriminering, for eksempel
ved a korrigere for opprinnelige skjevheter i den generative prosessen.
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Sikring av personvernet

Risikoen for at personer kan identifiseres, minimaliseres giennom bruk av
syntetiske data, og mulighet for friere bruk og deling kan gi stor nytteverdi for
helsevesenet. Nar generative KI-modeller er optimalisert for a skape syntetiske
data med storst mulig likhet med det originale datasettet, vil det likevel vere en
risiko for identifisering. Enkelte modeller kan gi ngyaktige kopier av deler av de
originale dataene eller datapunkter som er materielt like, selv om det ikke
finnes noen en-til-en relasjon mellom de reelle persondataene i
treningsdatasettet og de syntetiske datapunktene. Dette betegnes som
restrisiko for identifisering i det syntetiske datasettet (11), der restrisikoen oker
med graden av kjennskap til genereringsmetodene (14).

Et sentralt spersmal ved generering av syntetiske data er grenseoppgangen
mellom nar dataene fortsatt er personopplysninger og nar er de syntetiske og
kan behandles uten hensyn til GDPR eller taushetsplikt. En vesentlig hensikt
med syntetiske data er jo at de er anonyme og ikke omfattet av disse
reguleringene. Den rettslige grensen for identifiseringsrisiko tar utgangspunkt i
GDPR art. 4 (1) og flere ulike rettskilder (15—17). Et viktig moment er hvor
sannsynlig det er at personer kan identifiseres.

«Mulighetene for identifisering nar data genereres til syntetiske
data, vil variere ut fra datasettets kompleksitet — antallet variabler
0g pasienter, statistiske uteliggere, eller genereringsmetoden som er
brukt sammen med tilgangen til annen relevant informasjon»

Det er dessverre ikke umulig & utlede personlige data fra syntetiske datasett
(18). Mulighetene for identifisering nar data genereres til syntetiske data, vil
variere ut fra datasettets kompleksitet — antallet variabler og pasienter,
statistiske uteliggere, eller genereringsmetoden som er brukt sammen med
tilgangen til annen relevant informasjon. Identifiseringsrisikoen vil ogsa
avhenge av hvor ressurskrevende det er & identifisere dataene, og om det er
benyttet sikkerhetstiltak i genereringen.

Ved sikkerhetstiltak som er ment & hindre identifisering fra syntetiske data, kan
det tilkomme gkt risiko for at datasettet ikke lenger er representativt, noe som
igjen kan svekke forsvarligheten og nytteverdien av dataene og KI-verktoyet

(19).

«I et konsekvensetisk perspektiv kan samfunnsnytten ved a ta i
bruk KI-verktgy i helsevesenet rettferdiggjore en hgyere risiko for
personidentifisering»
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Etiske betraktninger

Etiske hensyn og prinsipper begrunner deler av lovene og kan innga i rettslige
avveininger, for eksempel i forsvarlighetsvurderinger. I konsekvensetikken
legges det til grunn at en beslutning er riktig om den i sum optimaliserer
mengden gode konsekvenser (20, 21). Det innebeerer at beslutninger ma
vurderes helhetlig for & kunne ta stilling til om de er etisk holdbare. De totale
positive virkningene ma balanseres mot den totale skaden forarsaket av en
handling (21). I et konsekvensetisk perspektiv kan samfunnsnytten ved & ta i
bruk KI-verktgy i helsevesenet rettferdiggjore en hayere risiko for
personidentifisering. Et annet hensyn er nytten dataene kan ha for fremtidige
generasjoner, konsekvensetikerne tillegger fremtidige generasjoner betydelig
mer vekt. (22). Dette star i kontrast til det klassiske gkonomiske verdenssynet
der fremtidig nytte har lavere verdi sammenlignet med dagens nytte, sakalt
diskontering.

I et pliktetisk perspektiv kan ogsa plikter for fremtidige generasjoner ha
betydning. I rettslig ssmmenheng kan slike perspektiver omfattes av
samfunnshensyn. Pliktetiske teorier skiller seg fra konsekvensetikken ved at det
legges storre vekt pa individets verdi, autonomi og rettigheter enn den samlede
samfunnsnytten (21). I det pliktetiske rammeverket er det positive plikter til &
hjelpe andre og negative plikter til ikke & pafore skade. Med KI-modeller skal
nytte ses i et bredere perspektiv enn hensynet til den enkelte, da det kan ha
nytte for flere, ogsa fremover i tid. Holdninger i samfunnet og hvilken risiko
mennesker er villige til & akseptere for 4 oppna et fellesgode, kan ogsa vaere
relevante hensyn. Aksept av risiko kommer blant annet til uttrykk i
undersgkelser om viljen til & avgi personlige data til forskning for 4 gagne andre
(23, 24).

For at syntetiske data skal bidra til & lgse utfordingen med tilgang til helsedata
for utvikling av KI til det beste for vare pasienter, forutsettes det at de enten
kan behandles som anonyme data eller i henhold til unntak i lov. Dersom de
behandles som personopplysninger, vil bruken bli begrenset og nytteverdien
betydelig redusert. Det at dataene er syntetiske, kan i seg selv anses som et
risikoreduserende tiltak. Tilgangen til storre datamengder gjennom bruk av
syntetiske data kan ogsa gjore helsesektoren mindre avengig av globale
teknologiselskaper som besitter enorme mengder lukket, proprieteer data til
bruk i KI-utvikling.

Serskilte reguleringer av syntetiske data i helsesektoren, samt klarhet i
myndighetenes krav til godkjenning av utstyr trent pa slike data, vil kunne
skape okt forutsigbarhet for utviklere og produsenter av KI-modeller, samt for
brukere og pasienter innenfor helsesektoren.

Pasienter ma akseptere en viss risiko ved andre tiltak i helsetjenesten. Et tema
som hittil er belyst i liten grad, er hva slags risiko vi som samfunn mener
enkeltindivider bar akseptere som en konsekvens av at dataene brukes som
grunnlag for bedre tilgang til moderne medisinsk behandling, til fellesskapets
beste.
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